Long-Run Neutrality and Superneutrality
in an ARIMA Framework

By Magrk E. FiIsHER AND JOHN J. SEATER*

We (i) formalize long-run neutrality (LRN) and long-run superneutrality (LRSN)
in the context of a bivariate ARIMA model, (i) show how the restrictions
implied by LRN and LRSN depend on the orders of integration of the variables,
(iti) apply our analysis to previous work, showing how that work is related
to LRN and LRSN, and (iv) provide some new evidence on LRN and LRSN.

(JEL E30)

In this paper, we formalize the “classical”
concepts of long-run neutrality (LRN) and
long-run superneutrality (LRSN) and derive
testable implications. By LRN, we mean the
proposition that permanent, exogenous
changes to the level of the money supply
ultimately leave the level of real variables
and the nominal interest rate unchanged
but ultimately lead to equiproportionate
changes in the level of prices and other
nominal variables; by LRSN, we mean the
proposition that permanent, exogenous
changes to the growth rate of the money
supply ultimately lead to equal changes in
the nominal interest rate and leave the level
of real variables unchanged.! We show,
among other things, that LRN is necessary
but not sufficient for LRSN and that propo-
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ISome writers (e.g., Don Patinkin, 1987; Bennett T.
McCallum, 1990) exclude real balances from the list of
real variables that do not change under superneutral-
ity. We include real balances in the list because we
derive implications that apply to any real variable: To
exclude real balances explicitly would make our exposi-
tion cumbersome.
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sitions about how permanent changes in the
growth rate of money are ultimately re-
flected in the growth rates of other variables
have LRN interpretations rather than LRSN
interpretations.

Neither LRN nor LRSN refers to the
short-run effects of money shocks; there-
fore, they differ from some recently devel-
oped concepts of neutrality in which the
expected or perceived component of a
money shock has no real effect at any time.
These latter concepts, which are central to
the rational-expectations literature on busi-
ness cycles, should be distinguished from
what we address in this paper.” Because
LRN and LRSN do not depend on the
short-run dynamics of the economy, struc-
tural details that are important for many
issues are not relevant to LRN and LRSN.
It is desirable, therefore, to have tests of
LRN and LRSN that are relatively struc-
ture-free. A convenient setting for nonstruc-
tural tests is provided by a multivariate
ARIMA model.

Our main result is that the restrictions
implied by LRN and LRSN within an
ARIMA framework depend on the orders
of integration of both money and the other
variable of interest. The orders of integra-
tion are important for two reasons. First,
absent knowledge of the underlying struc-

2Expectational neutrality concepts are considerably
more difficult to formalize than the classical concepts
(see Fisher and Seater, 1989).
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ture, the consequences of an event cannot
be inferred if the event has not occurred. In
order for inferences regarding LRN (LRSN)
to be drawn from a reduced form, the data
must contain permanent stochastic changes
in the level (growth rate) of the money
supply. The second reason why the orders
of integration are important is that the po-
tential long-run response of one variable to
another depends on their relative orders of
integration; consequently, the parameter re-
strictions implied by LRN and LRSN de-
pend on the difference between the orders
of integration of the money supply and the
other variable of interest. For example, if
there are permanent stochastic changes in
the level of the money supply (but not in its
growth rate), then the parameter restriction
implied by LRN depends on whether there
are permanent stochastic changes in the
level of output, changes in the growth rate
of output, or no permanent stochastic
changes in output at all.

The derivation of the appropriate testable
restrictions constitutes the substance of this
paper. Some of the results we obtain have
been the subject of disputes in earlier litera-
ture. We are able to use our formalizations
to reconcile those disputes. We also are
able to reinterpret some of the empirical
literature, finding that it supports both LRN
and LRSN. We produce some new evidence
of our own, with mixed results.

In Section I, we define LRN and LRSN
in the context of an ARIMA framework and
derive testable implications. In Section II,
we discuss identification and estimation. In
Section III, we review several papers from
the past two decades to see how the findings
can be interpreted in terms of LRN and
LRSN, and in Section IV, we present our
new evidence.

I. LRN and LRSN in an ARIMA
Framework

To formalize our notions of LRN and
LRSN and to derive the restrictions they
imply, we first define the long-run derivative
(LRD). Although the LRD can be defined
without regard to a specific stochastic
framework, we restrict attention here to a
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bivariate ARIMA model for expositional
clarity.®> We then define LRN and LRSN in
terms of the LRD and describe the testable
restrictions implied by the definitions.

A. The Long-Run Derivative

We assume a log-linear system of two
variables with a stationary, invertible bivari-
ate ARIMA representation.* Let m be the
log of the nominal money supply M, and let
y be an interest rate or the log of some
other variable Y, such as the price level or
real GNP. Let “m is I(y)” stand for “m is
integrated order y,” and let {m) represent
the order of integration of m. For example,
if mis I(y), then (m)=vy.Let A=(1-L).
The growth rate of the money supply then is
denoted by Am, and (Am) ={m)—1. The
autoregressive representation of the system
is given by

(1) a(L)Am,=b(L)AY’y, +u,
d(LYAPy, = c(LYA™m, +w,

where a,=d,=1, and b; and ¢, are not
restricted. The vector (1, w,) is assumed to
be independently and identically distributed
with mean zero and covariance X, the ele-
ments of which are o,,, 0,,, and a,,,. Con-
stants and trends are suppressed; if a vari-
able is stationary around a deterministic
trend, we treat it as 1(0).°

Our formalizations of LRN and LRSN
rely on conceptual experiments that focus
on the extent to which m, Am, y, and Ay
are ultimately changed by an exogenous
money-supply disturbance u. This treatment
of u amounts to a structural assumption
requiring an appropriate set of identifying
restrictions. However, as we shall show, no

*See Fisher and Seater (1989) for a more general
statement of the LRD.

Cointegration and systems with more than two vari-
ables are discussed briefly in the Appendix. We do not
treeslt fractional integration in this paper.

Identification is discussed in the next section.
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additional structure is required; in particu-
lar, the parameters in the distributed lags
need not be structural. (We discuss identi-
fication further in Section II.) Because we
deal with both levels and differences of vari-
ables, it is convenient to define the long-run
derivative in terms of x,=A'm, and z,=
A’y,, where i and j equal 0 or 1.

The long-run derivative of z with respect to
a permanent change in x is defined as fol-
lows: if lim, _, ., dx,,, /du,# 0, then

3z, /U,
LRD, , = lim ———.
k> 6x,+k /aut

When lim, _,,dx,,, /du, =0, there are no
permanent changes in the monetary vari-
able and thus no long-run neutrality or su-
perneutrality experiment to be examined;
we simply leave the LRD undefined in this
case. With this case set aside, the above
defines the LRD as the limit of the ratio of
two sequences. The sequence in the numer-
ator measures the effect through time of an
exogenous money disturbance on the vari-
able z, and the sequence in the denomina-
tor measures the effect of the same money
disturbance on the monetary variable x it-
self. Thus the limit of the ratio expresses
the ultimate effect of a monetary distur-
bance on z relative to that disturbance’s
ultimate effect on x. Consider two examples
in which y is the log of Y. First, when
z=y, x=m, and {(y)={(m)=1, LRD, ,
measures the long-run elasticity of Y with
respect to M; second, when z=y, x=Am,
and (y)={m)=2, LRD, , measures the
long-run semielasticity of Y with respect to
Am. Our definitions of LRN and LRSN
impose specific values for these LRD’s.

To evaluate LRD, ,, we use the impulse-
response representation for x and z, which
is given by the solution of (1):

(2) x,=A"P[a(L)u, +B(L)w]

2, =A"D[y(L)u, + A(L)w,]
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where
a(L)=d(L)/la(L)d(L)—b(L)c(L)]
y(L)=c(L)/[a(L)d(L)~b(L)c(L)]

and so forth. From (2), dx,,, /du, equals
the coefficient on L* in (1— L) ®a(L).
For example, when (x)=0, dx,, , /du, =
a,; when (x)=1,0dx,,, /ou,=Xr ja, We
use the following fact to evaluate the lim-
its: lim, . {, = x(1), where x(L)=
(1— L){(L). Thus, lim,_,dx,,,/du, =
®(1) where O(L)=(1- L)'~ <">a(L) Sim-
ilarly, lim,_ ,dz,,,/du, = T'(1) where
I(L)=(1- L)'~ <®y(L).

The evaluation of LRD, , depends on
lim, . dx,,, /du,, which in turn depends
on {x): lim, _,dx,,, /du, is Zero, nonzero
and finite, or infinite as {x) is less than,
equal to, or greater than 1. When {x) =0,
LRD, , is undefined, as explained above.
When <x> =1, LRD, , =T(1)/a(1), the ra-
tio of the limits. When (x) > 1, LRD, ,
be evaluated by differencing both sequences
{x)—1 times,® which amounts to multiply-
ing both ©(L) and T(L) by (1— L)*®™!
before evaluating the limit. Thus, when {x)
> 1, we can write

(1-L)" =Dy,
a(1)

Equation (3) shows that the value of
LRD, , depends on {x)—<z). There are
three cases we wish to consider. First, when
(x)—{z)=1, LRD, ,=0. Second, when
(xy—{zy=0, LRD,  —y(1)/a(l) =
c(l)/d(l) Th1rd when {(x)—(z)= -1,
LRD, , is finite only if y(l)—() in which
case LRD, =1 - L)~ y(L)/a(l) =
c*(1)/d), ‘Where ¢*(L)=(1— L) e(L).
Note that c*(l) is the sum of partial sums,
L7 oLl_¢c;’ Table 1 summarizes the re-
sults of thls subsection.

(3) LRDz,x =

5This result follows from the discrete version of
L Hopltal’s rule; see Konrad Knopp (1956).
A similar analysis holds when (x)—{z) < —1.
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When: LRD, ,
(x)y<1 is undefined
(x)—<(z)>0 =0
{(x)—(z)=0 =c(1)/d(1)
(x)—(zy=-1 =c*(1)/d(1)

B. Long-Run Neutrality

We now use the foregoing material to
define LRN.

Definition: Money is long-run neutral if
LRD, ,, = A, where A =1 when y is a nomi-
nal variable and A=0 when y is a real
variable or the nominal interest rate.

We discuss the implications of LRD, ,, = A
for system (1) for four cases.

Case (i).—When {m) <1, LRD, , is not
defined. There are no permanent stochastic
changes in m, so LRN is not addressable.

There is an exception to the general
statement that reduced-form testing of LRN
has no content when there are no perma-
nent changes in m. If (m)=0,<{y) =1, and
¢(1) # 0, then transitory changes in m have
permanent effects on y. Even though the
LRD is not defined in this case, such a
result certainly violates long-run neutrality.
However, we do not believe that this excep-
tion vitiates the powerful insight of the gen-
eral statement.

Case (ii)).—When (m) > {y)+1=>1,
LRD, , = 0. In this case, the parameters of
(1) (other than {m) and {y)) are uninfor-
mative with respect to LRN.2 The determi-
nation of LRN is immediate: If y is a real
variable or the nominal interest rate, LRN
holds; if y is a nominal variable, LRN is

8Recall that we are working in an ARIMA frame-
work. In a fully structural model, the parameters would
be informative.
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violated. The intuition is straightforward.
When {(m)=1 and (y)=0, permanent
changes in m cannot be associated with
permanent changes in y because the latter
do not exist.

Recall, however, that the long-run deriva-
tive is defined in terms of exogenous
money-supply disturbances. Suppose, in-
stead, the monetary authority were target-
ing the price level in the presence of perma-
nent changes in money demand. Under
these conditions, permanent disturbances to
the money supply would be induced by in-
cipient permanent changes to the price level
via the permanent changes in money de-
mand. The money supply would be I(1),
and the price level would be I(0). Yet this
would not constitute evidence against LRN.
A similar caveat is appropriate when we
turn to LRSN.

Case (iii).—When {(m)={y)>1, LRN
implies

(4) c(1)/d(1) =A.

This case is of considerable importance.
Some contributions to the literature suggest
that (4) is not an implication of LRN and,
to support that claim, provide examples
where (m) =0 (see e.g., Robert J. Barro,
1981; McCallum, 1984). We agree when
{m) =0, for then there are no permanent
changes in money to discuss.

When {(m)=(y)=1, tests of LRN are
possible because there are permanent
changes in both m and y. When {m) =(y)
=2, there are permanent changes in the
growth rates of both m and y. In this case,
equation (3) implies LRD,, ,,,=LRD, .
In other words, propositions about how a
permanent change in the growth rate of
money ultimately affects the growth rate of
another variable can be directly translated
into propositions about how a permanent
change in the level of money ultimately
affects the level of another variable. This
direct translation means that growth-rate-
to-growth-rate propositions are not LRSN
propositions, even though they involve
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changes in the growth rate of money; rather,
they are equivalent to level-to-level LRN
propositions.

Case (iv).—When {(m)=<(y)—-1=1,
LRN implies

(5) c*(1)/d(1) =2

which in turn implies ¢(1)=0. In order to
interpret restriction (5), suppose {(m)=1
and {(y)=2. In that case, an exogenous
money disturbance u not only has a perma-
nent effect on the level of the monetary
variable (because it is integrated order one),
but also might have a permanent effect on
the growth rate of y (because y is inte-
grated order two). However, if ¢(1) = 0, then
in fact u has no such effect, since, given
(Ay)=1, LRD,, ,, = c(1)/d(1). Thus, c(1)
= () expresses the fact that a necessary con-
dition for LRN in this case is that money
not change the growth rate of y. Money
disturbances still might affect the ultimate
level of y, and (5) expresses the parameter
restriction required for such an effect to be
consistent with LRN.

C. Long-Run Superneutrality

We now turn to LRSN, which concerns
the effects of permanent changes in the
growth rate of money on the level of other
variables.

Definition: Money is long-run superneutral
if LRD, ,, =, where u=1 when y is the
nominal rate of interest and =0 when y
is a real variable.

The definition of LRSN only applies to
those variables y for which LRN implies
LRD, ,, = 0. We discuss the implications of
LRD, ,, = u for system (1) for four cases
that correspond to the cases we considered
in the previous section.

Case (i).—When (Am) <1 (i.e., when
(m)<2), LRD, ,,, is not defined: there
are no permanent stochastic changes in the
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money growth rate Am. LRSN is not ad-
dressable.’

Case (ii).—When {(Am)=><{yy+1=1
(i.e., when (m) =><{y)+2>2), LRDy am=
0. LRSN holds without regard to the pa-
rameters in ¢(L)."° The intuition for this
result is the same as that given in case (ii)
above: When (m) =2 and {y) =0, perma-
nent changes in Am cannot be associated
with nonexistent permanent changes in y.

Case (iii).—When (Am)=(y) =1 (e,
when {(m) = {y)+1>2), LRSN implies

(6) e(1)/d(1) = .

In this case, even though LRSN is falsifi-
able, LRN cannot be rejected, because
LRD, ,, =0.

Case (iv).—When (Am)=<(yy—1=1
(i.e., when {(m) =<{y) > 2), LRSN implies

(7 c*(1)/d(1) =p

which in turn implies ¢(1) = 0. In this case,
¢(1) =0 is equivalent to the LRN of money
with respect to y, which is falsifiable. LRN,
which can be expressed as LRD,, 4, =0 in
this case, asserts that the growth rate of y is
left unchanged in the long run. LRN is
necessary for LRSN: If LRN does not hold,
then LRSN cannot hold. However, if LRN
holds, then LRSN requires that the sum of
partial sums in the numerator takes on the
value that ensures that the level of y adjusts
appropriately. Table 2 summarizes the LRN
and LRSN restrictions.

°The exception stated in case (i) of the previous
section, appropriately modified, is applicable here as
well,

Oowever, see the discussion in case (i) of the
previous section.
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TaABLE 2—LoNG-RUN NEUTRALITY AND SUPERNEUTRALITY RESTRICTIONS

LRD, ,, LRD, A,
LRN=LRD, , =A LRSN = LRD, ,,, =
{y)y (my=0 (my=1 (m)y=2 {m)=0 {my=1 {m)=2
0 undefined =0 =0 undefined undefined =0
1 undefined ¢(1)/d(1) =0 undefined undefined ¢(1)/d(1)
2 undefined c¢*(1)/d(1) <¢(1)/d(1) wundefined undefined c¢*(1)/d(1)

II. Identification and Estimation

All of the restrictions we derived in the
previous section can be written in one of
the following ways:

(8) c(1)—7d(1)=0
or
(9) c*(1)—md(1) =0

where 7 =1 or 0. These restrictions involve
only parameters in the second equation of
system (1), reproduced here:

(10) d(L)Ay, =c(L)A™m, +w,.

Under either of two recursive identification
schemes, ordinary least squares (OLS) will
consistently estimate the parameters in (10),
which can be used to test (8) and (9). The
first scheme imposes the identifying restric-
tions ¢, = a,,, = 0, in which case the current
value of the monetary variable, A m,, does
not enter (10). This scheme would be appro-
priate if, for example, y were real output
and did not respond to a change in m
during the current period because the mea-
surement period was relatively short. The
other recursive scheme imposes the identi-
fying restrictions b, = o,,, = 0, in which case
A“m, is predetermined in (10).

Restriction (9) implies ¢(1) =0, in which
case c(L)=(— L)c*(L). Conditional on
¢(1) = 0, we can rewrite (10) as

11) d(L)APy, = c*(L)A™  m, +w,.
t

Equation (11) can be estimated by OLS,
and a test can be performed on restriction
9.

It is possible, however, that neither recur-
sive identification scheme is acceptable. For
example, if y were the log of velocity, Ay,
would respond to A¢m, unless nominal
income adjusted fully within the measure-
ment period (which probably would require
that the period be relatively long); in other
words, we would expect ¢, < 0. At the same
time, an increase in nominal income (from a
positive w, shock, holding u, fixed) may
lead the banking system to supply more
money independently of any action the cen-
tral bank may take. The money supply would
be endogenous, at least in the short run,
with b, > 0, even though u, remained ex-
ogenous. In this example, the system could
be identified with o,,, =0 and ¢y, = —1, un-
der the assumption that nominal income did
not respond to money in the current period.

Regardless of the suitability of the recur-
sive identification schemes, the individual
parameters in ¢(L) and d(L) are not of
interest: They are not structural. We are
interested only in ¢(1)/d(1) or ¢*(1)/d(1),
which can be estimated directly in the fre-
quency domain. Under certain conditions,
the frequency-zero regression coefficient
equals the appropriate LRD. In particular,
when

(12) b(1)=a,,=0

the frequency-zero regression coefficient in
the regression of A’y on A{™m equals
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c(1)/d(1)."" Restriction (12) can be inter-
preted as asserting the “long-run exogene-
ity” of m, in the sense that a permanent
change in y has no effect on m in the long
run. Restriction (12) allows for both ¢, and
b, to be nonzero, trading the assumption of
predeterminedness for the assumption of
long-run exogeneity. Similarly, when

(13) b*(1)=a,, =0

where b*(L)=(1— L) 'b(L), the fre-
quency-zero regression coefficient in the re-
gression of Ay on At equals

c*(1)/d(1).?
III. Previous Related Work

Here we apply our analysis to some previ-
ous work, showing how it relates to LRN
and LRSN.

A. General Theory

McCallum (1984) demonstrates two im-
portant points regarding LRN testing that
we have addressed above. In his “second
example,” he shows that restriction (4) does
not hold when {m) = 0 but that it does hold
when {(m)=1. In his “third example,” he
notes that if one estimates equation (10)
without including A’ m, when, in fact, ¢,
# (, then one may incorrectly estimate re-
striction (4) and falsely reject LRN. How-
ever, McCallum (1984 p. 13) draws the fol-

U1 et [a(L) B(L)] and [y(L) A(L)] be the rows of
H(L), a 2X2 matrix. Then the covariance generating
function for (A m, Ay)Y is given by M(z)=
H(z)XH(z~ 'Y, where z is a complex variable. The
frequency-zero regression coefficient in the “regres-
sion” of A’y on AYm is given by M, (1)/M, (1),
which equals ¢(1)/d(1) when (12) holds.

The covariance generating function for (A",
AWy Y is given by N(z)=K(z)M(2)K(z~!Y, where
rows of K(L) are [A 0] and [0 1}, and M(z) is given in
footnote 11. The frequency-zero regression coefficient
of Ay on A+ is given by N,,(1)/ N, (1), which
equals ¢*(1)/d(1) when (13) holds.

JUNE 1993

lowing conclusion from the three examples'?
in his paper:

The foregoing examples should be
sufficient to demonstrate that it is not
generally appropriate to rely upon
low-frequency measures of relation-
ships among variables as indicators of
the validity of propositions concerning
“long-run” effects or relationships.
The reason for this failure is basically
the same in all of the examples: the
low-frequency measures in question
are simply not designed to reflect the
distinction between anticipated and
unanticipated fluctuations that is cru-
cial for accurately characterizing inter-
variable relationships in many dy-
namic models.

We disagree. The distinction between antic-
ipated and unanticipated fluctuations is not
the source of the problems that McCallum
uncovered in his second and third examples.
Subject to the caveats laid out in Sections I
and II (a sufficient order of integration and
appropriate identification) the association
of low-frequency times-series statistics with
LRN and LRSN propositions is warranted,
regardless of the presence of expectational
relationships.

B. Time-Domain Tests

Leonall C. Andersen and Denis 8.
Karnosky (1972) provide an early example
of correctly specified LRN tests. They esti-
mate equations of the following log-linear
form:

Ay, =c(L)Am,+e(L)Af, +w,

where m is the money supply, f is high-
employment government expenditure, and
y is either the price level or real output.
They assert that LRN requires ¢(1) =1 when

BIn his “first example,” McCallum (1984) shows
that ¢(1)/d(1)=1 is not an implication of the Fisher
equation when the changes in expected inflation are
temporary.
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y is the price level and ¢(1)=0 when y is
real output, which is correct under their
null hypothesis that e(1) = 0. Their results
are consistent with LRN.

Roger C. Kormendi and Philip G.
Meguire (1984) explicitly recognize the rela-
tionship between the order of integration
and the testability of LRN." They estimate
their equations in growth rates but discuss
LRN in terms of levels. For each of 47
countries, they estimate system (1), where y
is real output. They find (y) =1 for all 47
countries, {(m)=1 for 43 countries, and
{m) =2 for four countries. They assume
b(L)=o,, =0, and using a two-step proce-
dure similar to Barro (1978), they estimate
the following:'6

d(L) Ay, = [C(L)/a(L)]ut +w,.

They test the restriction ¢(1)/a(1) =0,
which is a test of LRN for the countries
where (m) =1."7 However, for the coun-
tries where (m)=2, c(1)/a(1)=0 is an
implication of LRSN. At the 10-percent sig-
nificance level, Kormendi and Meguire re-
ject ¢(1)/a(1)=0 for four of the 43 coun-
tries where {(m) =1 and for none of the
countries where {m) = 2—evidence consis-
tent with both LRN and LRSN.

C. Frequency-Domain Tests

In this subsection, we review two papers
that present evidence using the frequency

14See Fisher (1988) for a discussion of LRD’s when
there are more than two variables.

5The central issue in Kormendi and Meguire’s
(1984) paper is the proposition that the magnitude of
the short-run effects of monetary shocks on real output
is negatively related to the variability of such shocks
across regimes.

Kormendi and Meguire (1984) mistakenly claim
that the impact of u, on y,., is captured by the
coefficients in ¢(L)/a(L) rather than in c(L)/
[a(L)d(L)). As a result, they miscalculate their vari-
able y for the 14 countries for which d(L)#1, al-
though the correctly calculated variables are not sub-
stantively different from the ones reported in their
paper.

Although ¢(1)/a(1) does not equal LRD, ,,
c(1)/a(1) = 0 if and only if LRD, ,, =0
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domain—Robert E. Lucas, Jr. (1980) and
John Geweke (1986)—to see if nonstruc-
tural, reduced-form inferences regarding
LRN and LRSN can be drawn from that
evidence. The interpretation of the tests in
these papers is more complicated than that
of the time-domain tests discussed in the
previous subsection. We find that some of
the tests are not informative (from a re-
duced-form standpoint) regarding LRN or
LRSN because the variables appear to have
insufficient orders of integration.

Lucas (1980) examines two ‘‘quantity-
theoretic” propositions relating money
growth to inflation and interest rates. The
propositions are “...that a given change in
the rate of change of the quantity of money
induces (i) an equal change in the rate of
price inflation and (ii) an equal change in
nominal rates of interest” (p. 1005). Lucas
employs data on the money supply (M), the
price level (P), and a nominal interest rate
(R). He applies a two-sided, exponentially
weighted, moving-average filter to Am, Ap,
and R and then examines the slopes of
scatterplots of the filtered data, one for
filtered A p versus filtered Am and another
for filtered R versus filtered Am. Lucas
argues that the quantity-theoretic proposi-
tions are supported because the scatterplots
appear to have slopes of 1. Charles H.
Whiteman (1984) and McCallum (1984) sep-
arately show that Lucas’s technique amounts
to estimating the frequency-zero regression
coefficient. We can ask how Lucas’s evi-
dence relates to LRN and LRSN under the
assumption that the money supply is long-
run exogenous, a condition that equates the
frequency-zero regression coefficient with
the LRD. Because Lucas does not discuss
the order of integration of the variables, we
examine several cases.

The slope of an OLS line through the
data in the scatterplot of filtered Ap versus
filtered Am can be interpreted as an esti-
mate of LRD, ,, if (m) = {p) =1, in which
case Lucas’s finding is consistent with LRN.
The same conclusion holds if (m) ={p) =2
and Am is cointegrated with Ap. If, how-
ever, {m) = {p) =2, but Am is not cointe-
grated with A p, then there is a nonstation-
ary disturbance term in the relationship
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between filtered Am and filtered Ap
that makes inference about LRN based on
Lucas’s calculations problematic. Differ-
encing the variables a second time before
filtering would eliminate this problem.

With regard to Lucas’s second scatter-
plot, as long as {(m) > {R), the slope con-
veys no direct information about LRN since,
LRDg ,, = 0. Furthermore, the slope con-
veys no information about LRSN unless
(m)>2, since LRDg ,,, would be unde-
fined otherwise. However, suppose that
{m)=2 and (R)=1 and further suppose
that Am and R are cointegrated. There
would be permanent changes both in the
growth rate of money and in the nom-
inal interest rate, and the disturbance
term would be stationary. Under these con-
ditions, the scatterplot slope of filtered
R versus filtered Am would measure
LRDg 5, =c(1)/d(1), and Lucas’s finding
that this slope equals 1 is consistent with
LRSN.

Whiteman (1984) presents a useful cri-
tique of inferences that are based on Lucas’s
calculations. He analyzes a model that can
display the Mundell-Tobin effect, the
“neoclassical growth model” in Lucas
(1975). Because he treats the money supply
as exogenous. we can equate the sum of
coeflicients he calculates with the LRD. He
asserts that Lucas’s “...calculations do not
properly pit the quantity theory against the
Mundell-Tobin effect” (p. 748) and that, in
fact Lucas’s “...results can be interpreted
as evidence in favor of the effect” (p. 743).
When the Mundell-Tobin effect is present,
a permanent increase in the growth rate of
money reduces the real rate of interest, and
thus the nominal rate of interest rises by
less than the increase in the growth rate of
money. Clearly, the presence of the
Mundell-Tobin effect would violate LRSN.
It has no bearing on LRN, however.

Whiteman (1984) shows, regarding the
slope of Lucas’s first scatterplot, that
LRD,, =1 as long as (m)={p)=>=1, so
that LRN holds in the model irrespective
of the Mundell-Tobin effect. Regarding
the slope of Lucas’s second scatterplot,
Whiteman shows that when (m)=2 and
(R)=1, LRDg ,,, =1 only if there is no
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Mundell-Tobin effect in the model. Under
those conditions, a test of LRSN can be
based on the slope of the second scatterplot
(ignoring the possible nonstationary distur-
bance problem). However, Whiteman ar-
gues that (m)=1. Because LRDg,,, is
undefined when {(m) =1, we agree with
Whiteman that Lucas’s “calculations do not
properly pit the quantity theory against the
Mundell-Tobin effect” in that case. White-
man (1984) shows that, given the structure
of the model, {m)=1 and c(1)/d(1)=1
together imply the presence of the
Mundell-Tobin effect.

In summary, Lucas’s evidence appears to
be consistent with the LRN of money with
respect to prices, but it is uninformative
(from a reduced-form standpoint) regarding
the LRSN of money with respect to the
nominal interest rate.

In an innovative paper, Geweke (1986)
defines “structural neutrality” and applies
his decomposition of feedback by frequency
(Geweke, 1982) to test the long-run super-
neutrality of money with respect to output,
real rates, real balances, and velocity.
Geweke defines structural neutrality in a
system that can have more than two vari-
ables, and some of the tests he conducts
involve more than two variables. However,
for our purposes, nothing is lost by restrict-
ing the discussion to two variables. There-
fore, we cast our discussion of Geweke’s
paper in terms of equation (1). We discuss
three aspects of Geweke’s paper: the defi-
nition of structural neutrality, the relation-
ship between the tests Geweke conducts
and LRN and LRSN, and the empirical
findings.

Geweke (1986 p. 2) defines structural
neutrality as follows: “We shall say that the
variables x, are structurally neutral with
respect to y, if H*(1) =0, that is, the total
multiplier in x, with respect to y, is zero.”
In terms of equation (1), x, = A m,, y, =
Ay, and H*(1)=c(1). Geweke uses his
measure of feedback from A™m to Ay
at frequency zero, which equals zero when
¢(1) =0, to test for structural neutrality. The
restriction implied by structural neutrality is
the same as our LRN restriction for real
variables and the nominal interest rate when
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{m)={y)=1; it is also the same as our
LRSN restriction for real variables when
(Am)={y)=1"

The total multiplier comes from the so-
called final form, the solution of the second
equation in (1) for A®z,:

Az, =[c(L)/d(L)]|Ax,+w, /d(L).

The total multiplier equals ¢(1)/d(1), which
is algebraically equivalent to LRD, , when
{x)={z)=1. Conceptually, however, the
standard interpretation of the total multi-
plier is distinct from the LRD. Whereas the
LRD measures how the permanent changes
in x, that are in the data affect z,, the total
multiplier measures how a change in
E[A®x,] that is not in the data would
affect E[A‘*’z,] if such a change were to
occur. For example, when (m) = (y) =0,
LRD, ,, is not defined, because no perma-
nent changes are in the data; nonetheless,
by the standard interpretation of the total
multiplier, one can infer what would hap-
pen if the mean of m were changed. Such
inference is justified, of course, only if
c(1)/d(1) is invariant with respect to inter-
ventions in E[Am,].

Thus, our definitions of LRN and LRSN
are fundamentally different from Geweke’s
(1986) definition of structural neutrality. In
Geweke’s definition, the variables of inter-
est are the stationary variables: the vari-
ables Am, and Ay, rather than m,
(or Am,) and y, as in our definition. To
highlight the difference, consider either
McCallum’s (1984) “second example” or the
rational-expectations solution to the Cagan
money-demand schedule in Whiteman
(1987).1 The models in these examples dis-
play LRN in the face of permanent changes
in the money supply, but when {(m) =0 and
y is real balances, c(1)# 0.2 According to

18 Although structural neutrality is applicable only to
real variables y, the relationship between money and
nominal income, for example, can be converted into a
relationship between money and velocity.

“Exercise 11 in Chapter XI.

2In these models, a temporary increase in the
money supply induces a temporary increase in the
price level that signals a temporary decrease in
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Geweke’s (1986) definition, money is not
structurally neutral in those models when it
is stationary. In contrast, our definition tells
us we can make no reduced-form inferences
regarding LRN or LRSN when money is
stationary.

Now consider the informativeness of
Geweke’s (1986) tests regarding LRN and
LRSN from a reduced-form standpoint.
Geweke treats the nominal money supply as
I(1). Given this order of integration, only
LRN is testable; LRSN is not. Conse-
quently, we interpret Geweke’s (1986) tests
as reduced-form tests of LRN. The other
variables Geweke deals with are real money
balances, real output, and velocity [all of
which he treats as I(1)] and real interest
rates [which he treats as 1(0)]. For real
rates, therefore, not even LRN is testable
since LRDy, ,,, = 0 regardless of the value of
c().A ’

Geweke’s (1986) empirical results provide
strong support for the LRN of money with
respect to output but substantial evidence
against the LRN of money with respect to
velocity (and, to a lesser extent, real bal-
ances). The results regarding velocity are
puzzling regardless of whether one inter-
prets them in terms of neutrality or su-
perneutrality: why should a change in the
level (growth rate) of money lead to a change
in the level (growth rate) of velocity? This
finding may be caused by the identification
scheme Geweke (1986) uses. He imposes
recursivity, setting ¢, = o,,, = 0. This scheme
may be innocuous when y is real output.
However, when y is velocity, ¢, = 0 is tanta-
mount to assuming that nominal income
fully responds to the money supply within
the current period. (Moreover, when com-
bined with the restriction that money has no
impact on real output in the current period,
the identification scheme asserts that prices
adjust fully.) Thus Geweke’s (1986) identi-
fication scheme imposes the neutrality of

the expected cost of holding money, with the result
that real balances increase temporarily.

2'When (m) =1 and (R) =0, c(1)/d(1) measures
the LRD of money with respect to the integral of R,
which is J(1) by construction. We do not have a useful
interpretation for LRD g .
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money with respect to nominal income in
the very short run but allows money to have
a nonneutral impact in the long run. As
noted in Section II, ¢, = —1 would seem to
be a more natural restriction than c,=0
when y is velocity.?? Alternatively, there is
the identification scheme of long-run exo-
geneity which does not restrict either ¢,
or by,

In summary, we interpret Geweke’s (1986)
results as (i) uninformative regarding LRSN;
(ii) providing support for the LRN of money
with respect to output; (iii) uninformative
regarding the LRN of money with respect
to the real interest rate; and (iv) uninforma-
tive (because of possible misspecification)
regarding the LRN of money with respect
to velocity and real balances.

IV. Additional Evidence

We have conducted two tests of LRN and
LRSN that rely on the assumption of the
long-run exogeneity of money.?®> (Recall
from Section II that the frequency-zero re-
gression coefficient in the regression of
Ay on A™m equals ¢(1)/d(1) when
b(1) =g, =0.) We estimated c(1)/d(1) us-
ing the Bartlett estimator of the frequency-
zero regression coefficient, which can be
calculated using moving averages of the ob-
servations.”® This estimator is given by

2The analogous restriction when y is real balances
is cg=1.

2These tests are also reported in Fisher (1988),
where they are discussed in more detail.

24The Bartlett estimator smooths the periodogram
using linearly decreasing weights (see M. B. Priestley,
1981). Our estimator can be seen to be the Bartlett
estimator of the frequency-zero regression coefficient
by writing the covariance of the moving averages of the
observations in terms of the autocovariances:

k-1 k-1
Cov( Z X, ;s Z y,_j)
i=0 ji=0

k-1k-1

k—1
=Y Y yG-i)=ky(0)+2 Y (k—i)y(i)

i=0j=0 i=1

where y(i) = Cov(x,,;, ¥,). A similar expression is ob-
tained for the variance of a moving average. It is
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lim, _ . b,, where b, is the slope coefficient
from the regression

(14)

k
Z A<y>yt_j
ji=0

k
X A<m>mt—j
j=0

=a,+b, +ey,.

When (y) = {(m) =1, (14) becomes

(15) ve=Yer-v)
=ap+b(m—m,_; 1)+ ey

In this case, b, is the slope of a scatterplot
of y growth rates versus m growth rates,
and the Bartlett estimator is the limit of
that slope as the span over which those
growth rates are computed goes to infinity.
When {y)>=1 and (m) =2, (14) can be
written as

(16) (yt - yt—k—l)

=a, + b (Am,—Am,_,_,)+ ey

in which b, has a similar interpretation.

The first of our tests uses Milton Fried-
man and Anna J. Schwartz’s (1982) annual
data for the United States over 1869-1975
for money, prices, nominal income, and real
income taken from their table 4.8. The data
are treated as a single regime. The variables
appear to be I(1) in their logs, so that the
LRN restriction ¢(1)/d(1)= A is testable.
Using (15), estimates of b, were obtained
for k =1-30, and 95-percent confidence in-
tervals corrected by Whitney K. Newey and
Kenneth D. West’s (1987) technique were
constructed from a ¢ distribution using
107/ k degrees of freedom.

The neutrality results are mixed (see Figs.
1-3). The data support LRN with respect to

unnecessary to normalize the weights by dividing by &
since k cancels from the numerator and denominator
of the regression coefficient. See David R. Brillinger
(1975) for the asymptotic distribution of estimators of
frequency-dependent regression coefficients.
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c(1)/d(1)

Ficure 1. NomiNaL INcoME, U.S. DaTAa

c(1)/d(1)

FiGure 2. ReaL INcoME, U.S. Data

nominal income and prices. For nominal
income, the 95-percent confidence interval
around b, includes 1 at all k <30; for
prices, it includes 1 for all k£ > 15. However,
the lower bound of the confidence interval
for real output lies above zero (except for
25 < k < 27), which does not support LRN,

Our second test uses monthly data from
the German hyperinflation following World
War 1.2 Although the data contain only 55
observations, the rapid changes in the
growth rates of money and prices over the
sample may make the data useful for the

25Data are from Aris A. Protopapadakis (1979).
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cQ)/d()

c()/d1)

FiGure 4. ReaL BALANCES, GERMAN DaTta

analysis of long-run propositions. The money
supply appears to be I(2), whereas real bal-
ances appear to be I(1). These orders of
integration imply, first, that money is long-
run neutral with respect to real balances
(and to prices) and, second, that the LRSN
restriction c(1)/d(1)=p is testable. Using
(16), estimates of b, were obtained for k =
1-25. The confidence intervals were cor-
rected using the Newey-West technique and
based on 55/ k degrees of freedom.

The upper bound of the 95-percent con-
fidence interval is less than zero at all lags,
clearly implying that money is not super-
neutral with respect to real balances (see
Fig. 4). The estimates suggest that a 1-
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percentage-point permanent increase in the
money-supply growth rate leads to about a
1.8-percent decrease in real balances. Dur-
ing the period studied, monthly continu-
ously compounded money growth rates rose
on the order of 200 percentage points, while
real balances fell to about 3 percent of their
original level. Notice that e ~*%1820 = (.03,

V. Conclusion

In this paper, we have formalized the
classical notions of long-run neutrality and
superneutrality in a bivariate log-linear
ARIMA framework and derived testable
implications for each concept. We have
shown that the orders of integration of both
the money stock and the other variable of
interest are of primary importance in speci-
fying the appropriate restrictions, thereby
reconciling several strands of the literature
and clearing up some disagreement con-
cerning LRN and LRSN testing. In applying
our analysis to several important contribu-
tions to the literature, we show that some-
times the evidence can be given interpreta-
tions different from those of the original
authors. In particular, we interpret some of
the tests of superneutrality as tests of neu-
trality and vice versa. Where the data ap-
pear sufficiently integrated to address LRN,
they mostly support it. Our finding with
respect to output in the United States is the
exception. In two instances, the data are
sufficiently integrated to address LRSN:
Kormendi and Meguire (1984) provide evi-
dence in favor of LRSN with respect to
output, and we find evidence against LRSN
with respect to real balances in the German
hyperinfiation.

APPENDIX 2®

Our formalizations of LRN and LRSN do
not involve cointegration.?’ Cointegration
plays no role because LRN and LRSN are

%See Fisher (1988) for a more thorough discussion
of the issues in this appendix.

ZRobert F. Engle and Clive W. J. Granger (1987)
discuss cointegration at length.
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based on how changes in money or its growth
rate are ultimately related to changes in
other variables. In general, cointegration is
neither necessary nor sufficient for either
LRN or LRSN. A full discussion of cointe-
gration and its relationship to LRN and
LRSN is beyond the scope of this paper.
Instead we provide a simple example to
show that cointegration per se does not
affect the restrictions we derived.

Suppose {(m) ={y) =1, and let equation
(1) be modified as follows:

(A1) a(L)Am,=b(L)Ay, +u,
d(LYAy,=c(L)YAm,+ Aw,.

If ¢(1) # 0, then m, and y, are cointegrated
and y, —[c(1)/(d(D)]lm, is stationary. Our
notion of LRN requires permanent, exoge-
nous shocks to the money supply. In (A1)
there is a single, exogenous source of non-
stationarity, u,; w, does not contribute to
the nonstationarity of the system. The LRN
restriction ¢(1)/d(1) remains appropriate.
Note that the cointegration of m, and y, is
sufficient to reject ¢(1)/d(1)=0. In addi-
tion, if {(m) =2, then LRSN would require
the absence of cointegration between Am
and both Ay and y (except that if y were
the nominal interest rate, Am could be
cointegrated with y).

When there are more than two variables,
the LRD’s may be different from the pa-
rameters in the cointegrating vectors, be-
cause the LRD’s measure mutatis mutandis
effects while the parameters in the cointe-
grating vectors measure ceteris paribus
effects. The following example, in which
{m)={q)={p)=1, illustrates this point:

(A2) Am,=u,

Ag,=alm,+w,
Ap,=bAm,+cAg, + Ag,
where b>0 and ¢<0. There is a sin-
gle cointegrating relationship in (A2): p, —

bm, — cq, is I(0). In this example,
LRD, ,,= b+ ac. Thus, LRD, ,, # b as long
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as LRD, (= a)# 0, even though m and ¢
are not cointegrated.
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